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Abstract—Defects on the wafer surface usually reflect the abnormal problems in the semiconductor manufacturing process. By detecting and identifying the wafer surface defect mode, it can diagnose fault source in time and adjust online. In this paper, an online detection and adaptive recognition model for wafer surface defect mode is presented. Firstly, the model is used to extract the feature of the wafer surface defect mode. The Hidden Markov Model (HMM) is constructed for each wafer mode based on the feature set, and an on-line detection and recognition method based on HMM dynamic integration is proposed. The proposed model is successfully applied to the wafer defect detection and recognition in WM-811K database. The experimental results fully demonstrate the validity and practicability of the model.

Index Terms—wafer, defect, automatic detection, mode recognition

I. INTRODUCTION

Semiconductor manufacturing is a very complex dynamic manufacturing process, and wafer manufacturing is the most critical part. Any abnormality in any process of wafer production may lead to the occurrence of wafer defects [1], [2]. Therefore, the accurate recognition of the wafer defect mode can not only avoid the cost loss caused by product defects, but also assist the identification of abnormal sources in the manufacturing process, improve the production efficiency and product quality, and further improve the market competitiveness of enterprises.

Some statistical methods have been applied to the wafer defect recognition successively. For example, Hwang [3], Yuan [4] and Wang [5] respectively proposed different probability models to describe the wafer defect mode. Hwang [3] used two-step algorithm, and then used binary normal distribution and principal curve to describe the defect cluster. By comparing the size of the likelihood probability value of each cluster in the two distributions, he determined whether the shape of the cluster was a curve. Yuan [4] improved the two-step algorithm, and proposed a mixed model based on Poisson distribution, normal distribution and main curve, which could detect the curve shape, line character and ellipsoidal defect mode at the same time. Wang [5] introduced the spherical shell algorithm [6] to distinguish circular defect mode. Although these methods can detect the defect shape on the wafer surface, they cannot well identify the specific defect mode [7]. In order to accurately predict the defect mode, some data mining methods are applied to the wafer defect recognition, such as neural network [8], clustering [9], supervised, machine learning (such as K-NearestNeighbor [10], KNN), Support Vector Machine [10], [11], SVM). These methods often require large sets of training data. Although they are good at recognizing defect modes, new defect modes appear on the production line because semiconductor manufacturing is a complex and dynamic process. Many classifiers cannot solve the problem of detection and recognition of new defect modes because they have fixed recognition models in the off-line learning stage.

In this paper, an on-line detection and adaptive recognition model of wafer surface defect mode is proposed to improve the accuracy. The model firstly extracts the features of defect mode based on the segmented defect image, converts the high-dimensional defect data based on pixels into low-dimensional defect feature data, and builds the feature set corresponding to each mode. Then, a specific Hidden Markov Model (HMM) is constructed for the online defect detection and recognition of each wafer mode. At the same time, the dynamic integrated recognition model based on HMM proposed in this paper can detect the new defect mode generated on the line, build the new HMM recognition library, and identify the new defect mode in the subsequent production and manufacturing process. Experimental results show that the model presented in this paper can be effectively applied to the detection and recognition of wafer defects in the actual manufacturing process.

II. WAFER DEFECT DETECTION AND RECOGNITION BASED ON HMM DYNAMIC INTEGRATION

A. The Basic Concept of HMM

1) Definition of HMM

HMM is a double random process. In this random process, the state inside the random process cannot be directly observed, only the sequence of observed values can be observed, and the existence and characteristics of the state can be observed through this double random process [12], [13]. HMM is represented by a five-tuple flow ((N, M, A, B, π), where:
1. Set $\theta_1, \theta_2, ..., \theta_N$ as $N$ state of Markov chain, where the state of time $t$ is recorded as $q_t (q_t \in \{\theta_1, \theta_2, ..., \theta_N\})$.

2. M: Corresponding the observation number of each state, the observation value are respectively $V_1, V_2, ...$ and $V_M$. Set the observation value at time $t$ is $O_t (O_t \in \{V_1, V_2, ..., V_M\}$.

3. $A = (a_{ij})_{N \times N}$: State transition probability matrix, where $a_{ij} = P(q_{i+1} = \theta_j | q_i = \theta_i)$, $1 \leq i, j \leq N$.

4. $B = (b_j)_{N \times N}$: Observation probability matrix, where $b_j = P(O_t = V_j | q_t = \theta_i)$, $1 \leq j \leq N, 1 \leq i \leq N$.

5. $\pi = (\pi_1, \pi_2, ..., \pi_N)$: Initial state probability vector, where $\pi_i = P(q_0 = \theta_i)$, $1 \leq i \leq N$.

2) Three basic problems of HMM

1) Probability calculation problem: Given model $\lambda (N, M, A, B, \pi)$, and observation sequence $O(o_1, o_2, ..., o_T)$, calculate the probability $P(O | \lambda)$ of $O$ under model $\lambda$.

2) Learning problem: How do we adjust model parameter $\lambda (N, M, A, B, \pi)$ to maximize $P(O | \lambda)$.

3) Prediction problem: Given model $\lambda (N, M, A, B, \pi)$, and observation sequence $O (o_1, o_2, ..., o_T)$, calculate the maximum state sequence $I = (i_1, i_2, ..., i_T)$ [12], [13] of conditional probability $P(I | O)$.

Problem 1 solution: use forward and backward algorithm to calculate $P(O | \lambda)$.

The forward algorithm is described here:

Define partial observation sequence at time $t$ as $o_1, o_2, ..., o_t$ and the probability of state $q_t$ is forward probability as:

$$a_t(i) = P(o_t, o_{t-1}, ..., o_1, i = q_t | \lambda)$$  \hspace{1cm} (1)

Initial value:

$$a_0(i) = \pi_i b_i(o_1), i = 1, 2, ..., N$$  \hspace{1cm} (2)

Make recurrence to $t = 1, 2, ..., T-1$,

$$a_{t+1}(i) = \sum_{j=1}^{N} a_t(j)b_j(o_{t+1}), i = 1, 2, ..., N$$  \hspace{1cm} (3)

Terminate

$$P(O | \lambda) = \sum_{i=1}^{N} a_T(i)$$  \hspace{1cm} (4)

Problem 2 solution: use Baum-Welch model to train algorithm, then determine the largest model $\lambda$ of $P(O | \lambda)$.

Problem 3 solution: use Viterbi [14] algorithm to calculate the largest state sequence $I = (i_1, i_2, ..., i_T)$ of conditional probability $P(I | O)$.

3) Defect detection and recognition method based on HMM

Firstly, the HMM recognition model is constructed for each wafer mode ($HMM_0$) is the hidden Markov model of normal wafer mode, and the hidden Markov model corresponding to $n$ defective wafer modes is $HMM_1$-$HMM_n$). For the input wafer characteristic data $x_t$, HMM corresponds to the output $P(x_t | \lambda)$. The output of HMM is Negative Log Likelihood Probability (NLLP), as shown in formula (5). In order to detect whether there are defects on the wafer surface, this paper adopts the monitoring method based on NLLP control chart, taking the output NLLP of each wafer mode in corresponding HMM as the monitoring variable, setting the control rate at 99.73%, and confirming the Upper control limit $UCL_N$ on the control chart.

$$NLLP = - \ln P(x_t | \lambda)$$  \hspace{1cm} (5)

Defect detection: input the collected wafer characteristic data into $HMM_0$. If $NLLP_i > UCL_0$, the defective wafer will be determined. The defective wafers are input into $HMM_1$-$HMM_n$, respectively. If for all recognition models, it satisfies $NLLP_i > UCL_n (i = 1, 2, ..., n)$, the defect wafer is determined as a new defect mode, $HMM_{new}$ is constructed, and the HMM recognition library is updated.

Defect pattern recognition: input defect mode data into $HMM_1$-$HMM_n$, and select class $c^*$ corresponding to the minimum value of NLLP as the discrimination result, as shown in formula (6).

$$c^* = \arg \min_{c \in \{c_1, c_2, ..., c_n\}} [-\ln P(x_t | \lambda_c)]$$  \hspace{1cm} (6)

B. Wafer Image Preprocessing

The semiconductor manufacturing process is susceptible to many random factors, and various noises are often mixed on the surface of wafer image, thus covering up the defect mode in the wafer image, as shown in Fig. 1(a). In this paper, median de-noising method [9] is adopted to preprocess the wafer image, as shown in Fig. 1(b). It can be seen that the defect mode in the wafer image is retained by de-noising, so the defect characteristics are extracted effectively.

C. Feature Extraction

Effective defect features can reflect the characteristics of defect mode, reflect the differences between different modes, and improve the mode recognition rate. The wafer defect mode and normal wafer are shown in Fig. 2.
Due to the randomness of defect size and distribution on the wafer surface, in order to accurately describe the defect characteristics, this paper extracts the defect characteristics on the wafer surface from the following three aspects [15]. The total dimension of the final wafer feature data is 47, in which 18 geometric feature data and 24 projection feature data are extracted.

1. Geometric features: including regional features and linear features. Regional features [16] include defect boundary area, circumference, defect compactness, rectangle degree, center of gravity coordinate, and regional duty ratio, length of axis and eccentricity of ellipse with the same standard second-order center distance as the region. Linear features are represented by the number of lines in the defect region, and the extraction of the number of lines in the defect target is completed by Hough Transform [17].

2. Texture features: in this paper, the correlation texture features of defect images are extracted using the gray co-occurrence matrix [16], [18].

3. Projection features: in this paper, the defect area are calculated respectively in four directions of projection, namely 0° and 90°, 45° and 135° direction. The extracted features include mean amplitude, root mean square amplitude, projection waveform feature, projection pulse and projection peak value.

D. Wafer Defect Detection and Adaptive Recognition

The scheme of online detection and adaptive recognition model for wafer surface defect proposed in this paper is shown in Fig. 3, which consists of two stages, offline modeling and online detection. When the off-line modeling is conducted, the wafer image is firstly denoised by median filtering technology, and the geometry, texture and projection features of the wafer image are extracted from the feature extraction module, and the corresponding HMM recognition model is constructed for each feature set of defect mode respectively. During online detection, the collected wafer images are processed by image preprocessing and feature extraction module, and the extracted features are input into the HMM recognition library. Firstly, the defect of the wafer is detected. If it is determined to be a defective wafer, it is detected whether it is a new defect mode. If the defect wafer is a new defect mode, a certain number of new defect mode wafers are collected online. The new HMM recognition model is built for each new defect mode and the HMM recognition library is updated. Otherwise, the defect mode recognition is carried out directly into the HMM recognition library.

III. EXPERIMENT AND RESULT ANALYSIS

A. Test Data

The data used in this paper is the actual wafer image data (WM-811Kdata [19]) of the semiconductor manufacturing industry, which is used to test the performance of the HMM dynamic integration method.

First, the selected representative five wafer defect modes (Edge-local/Edge-ring/Center/Donut/Local) and normal wafer modes are selected from WM-811K wafer image data set. There are 1400 training samples in total, among which 400 samples are selected for normal wafer and 200 samples for each defect mode. A total of 700 samples are tested, among which 200 samples are selected for normal wafer and 100 samples are selected for each defect mode.

B. Wafer Defect Detection

NLLP control chart is used to detect defects on the wafer surface online. Fig. 4 shows the detection of defect wafer based on NLLP control chart, and Table I also lists the defect detection rate of each defect wafer. It can be
seen that all four defect modes including Center, Donut, Edge-ring and Edge-local can be detected, while the misjudgment rate of normal wafer is only 4.5%. During semiconductor production, some noises will be mixed on the surface of normal wafers, and some normal wafers will be judged as defective by the HMM dynamic recognition model. During the experiment, 9 normal wafer samples (all of which are misdiagnosed as defective) are input into the HMM recognition library for defect recognition, among which 8 samples are identified as Edge-local defect mode and 1 sample is identified as Center defect mode.

<table>
<thead>
<tr>
<th>Defect mode</th>
<th>Center</th>
<th>Donut</th>
<th>Edge-ring</th>
<th>Edge-local</th>
<th>Local</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLLP</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>94</td>
</tr>
<tr>
<td>MD</td>
<td>80</td>
<td>84</td>
<td>100</td>
<td>66</td>
<td>46</td>
</tr>
</tbody>
</table>

To verify the effectiveness of the method proposed in this paper to detect the wafer defect based on NLLP control chart, Mahalanobis Distance (MD) is selected as the detection index. Since a sample outputs multiple MD in an integrated HMM, the monitored variable is average MD. UCL is set as $x + 3\sigma$, according to the 3σ criterion. Fig. 5 shows the monitoring of defect wafer based on MD control chart. In Table I, MD-based test sample wafer defect detection is also listed, and the overall detection rate is 75.2%. However, the NLLP control chart defect detection rate based on the HMM dynamic recognition model proposed in this paper can reach 98.80%, which fully demonstrates the effectiveness of the wafer defect detection method.

C. New Defect Mode Detection of Wafer

Due to the influence of multi-source random factors in the online manufacturing process, new defect modes may appear in the production of wafers. This paper establishes the control trust limit corresponding to various defect modes in the HMM recognition library. In the experiment, Edge-local is used as a new defect mode, and the HMM recognition library and corresponding trust limit are established for the other four defect modes. Fig. 6 shows the detection of Edge-local based on the known trust limit of defect mode, with a detection rate of 99.50%. It can be seen that the HMM recognition library can detect the new defect mode online very well.
D. Wafer Defect Mode Recognition

In the process of wafer production, once the defect wafer is detected, it is input into the HMM recognition library for defect mode recognition. The experimental results are presented by Confusion Matrix, as shown in Table II. In this paper, the online detection and adaptive recognition model based on HMM can well identify the two defect modes of Edge-local and Donut, and the overall recognition rate is up to 82.60%. For the Local defect mode with poor recognition effect, Fig. 7 is the four Local defect wafer images identified as Edge-Local mode. When the surface noise of the defect wafer is serious, the defect mode cannot be separated well even by the de-noising technology, so the model will produce misjudgment.

<table>
<thead>
<tr>
<th>Defect mode</th>
<th>Center</th>
<th>Donut</th>
<th>Edge-ring</th>
<th>Local</th>
<th>Edge-local</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center</td>
<td>71</td>
<td>9</td>
<td>0</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>Donut</td>
<td>0</td>
<td>98</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Edge-ring</td>
<td>0</td>
<td>0</td>
<td>75</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>Local</td>
<td>0</td>
<td>11</td>
<td>0</td>
<td>69</td>
<td>20</td>
</tr>
<tr>
<td>Edge-local</td>
<td>0</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>90</td>
</tr>
</tbody>
</table>

In order to test the recognition effect of the HMM dynamic integration model, the three classifiers for experimental comparison in this paper are back propagation neural network (BPN), KNN and SVM. Among them, BPN adopts a three-layer network with 15 neurons in the middle layer, the maximum number of iterations is set as 100, and the learning rate is set as 0.01. SVM chooses LIBSVM [20] classifier, and the parameters are set as the default. The nearest neighbor coefficient of KNN is 5. The experimental results are shown in Table III. It can be seen that the overall recognition rate of HMM is higher than that of other classifiers. At the same time, it is found that each recognizer has higher recognition rate for a certain defect. For example, BPN's recognition rate of Edge-ring is 95%, and SVM's recognition rate of Donut is 98%. In this paper, a classifier fusion experiment is conducted and Ensemble Learning is adopted [21]. Recognizer integration is one of the most commonly used recognizer fusion techniques, which can generally achieve better performance. Four weak classifiers are trained: HMM, SVM, KNN and BPN. By Majority Voting [22], all four classifiers are binded into an integrated classifier, the classification results are given in Table III. Although the recognition rate of integrated classifier is 85.80% and the recognition performance is higher than HMM, the unknown wafer defect mode is often generated in the online detection process, so it is difficult to determine the type of classifier. Therefore, classifiers with higher comprehensive recognition rate are generally preferred.
rate of 82.60%, which fully verifies the effectiveness of detection rate of 99.50% and a defect mode recognition. In the experimental results of WM-811K data, the overall defect detection rate of the model proposed in this paper reaches 98.80%. Moreover, the model is able to detect the new defect mode generated online with a detection rate of 99.50% and a defect mode recognition rate of 82.60%, which fully verifies the effectiveness of the model. The follow-up work will focus on the feature selection of wafer defects and further improve the accuracy of recognition.

IV. CONCLUSION

In this paper, a model based on hidden Markov dynamic integration is proposed, which can be applied to the on-line wafer surface defect detection and adaptive recognition. In the experimental results of WM-811K data, the overall defect detection rate of the model proposed in this paper reaches 98.80%. Moreover, the model is able to detect the new defect mode generated online with a detection rate of 99.50% and a defect mode recognition rate of 82.60%, which fully verifies the effectiveness of the model. The follow-up work will focus on the feature selection of wafer defects and further improve the accuracy of recognition.
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