An Efficient Backbone for Early Forest Fire Detection Based on Convolutional Neural Networks
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Abstract—Forest fires cause disastrous damage to both human life and ecosystem. Therefore, it is essential to detect forest fires in the early stage to reduce the damage. Convolutional Neural Networks (CNNs) are widely used for forest fire detection. This paper proposes a new backbone network for a CNN-based forest fire detection model. The proposed backbone network can detect the plumes of smoke well by decomposing the conventional convolution into depth-wise and coordinate ones to better extract information from objects that spread along the vertical dimension. Experimental results show that the proposed backbone network outperforms other popular ones by achieving a detection accuracy of up to 52.6 AP.
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I. INTRODUCTION

The forest fire is a disaster that causes devastating damage to human life and serious losses to the economy and ecosystem [1]. Unfortunately, the fire remains largely undetected until it has spread over a large area, making extinguishing difficult and sometimes impossible. Therefore, it is essential to devise a method that can effectively detect forest fires in the early stages. This paper proposes a variant of a vision-based fire detection model that relies on Convolutional Neural Networks (CNNs) to reduce the time it takes to detect forest fire and to improve detection accuracy with low time complexity.

Various methods of fire detection have been proposed so far [2–4]. The early approaches primarily relied on the fire lookout towers with tools, such as Osborne Fire finder [5]. This approach is obviously inefficient because it is subject to human error. There have been other approaches using sensors to detect temperature, smoke, flames, etc. However, it is almost impossible to build a dense sensor network in a vast forest area [6]. Additionally, fire detection time may be delayed until the detection parameter values exceed the threshold. Recently, despite facing an imbalance between detection accuracy and computational efficiency, vision-based approaches using artificial intelligence have been attracting attention [7, 8].

Vision-based approaches can be divided into two categories: traditional approaches and CNN-based ones. The former approaches relied on image processing techniques to explore features of fire and smoke such as color, shape and motion. For instance, RGB [9], YCbCr [10], or Lab [11] models were based on chromatic and dynamic features to extract fire and smoke pixels. Zhang et al. [12] used wavelet and fast Fourier transform methods to analyze the contours of the fire area in videos. Foggia et al. [13] introduced a multi-expert framework that combines color, shape and motion properties to increase the performance of the system. One recent approach utilized a background subtraction and color segmentation mechanisms to detect regions containing motion [14]. These approaches may be suitable for devices with low computational power, such as drones or surveillance cameras; however, it may not be appropriate to use the same feature extraction algorithm for different forest fire scenarios. Additionally, these methods require a careful image pre-processing step to ensure detection accuracy.

Generally, the latter approaches performed better compared to the former ones. Sharma et al. [15] adapted existing backbone networks, VGG16 [16] and Resnet50 [17], to develop fire detection system. However, these backbones produced a large number of parameters. Three approaches [18–20] modified backbones based on popular classification networks such as SqueezeNet [21], GoogleNet [22], and MobileNetV2 [23], respectively. The modified backbones allowed the models to be implemented on low computational devices while limiting their accuracy. Recently, some approaches used a two-channel CNN [24] and an inception mechanism [25] to build backbones for fire detection. They both achieved good accuracy, but focused on detecting only overt or near-obvious fire after the fire reached a certain size.

In summary, the fire detection models discussed above tried to use popular backbone networks; however, they may not be suitable for forest fire detection because they do not take into account the specific characteristics of
forest fires. For example, it is important to recognize plumes of smoke that are actually caused by a forest fire because they can be considered an early sign of a fire. In addition, those models require high computational load.

This paper proposes a new backbone network for the early detection of forest fires with low computational load, that can serve as a feature extraction module. The proposed backbone network has two key features to detect a forest fire early. First, the backbone can extract multiple views from input data over different branches to form different receptive fields and enable multi-scale representations. Second, the backbone decomposes the conventional convolution into depth-wise and coordinate ones and can better extract information from objects that spread along the vertical dimension, such as plumes of smoke. According to experiments, it was shown that the proposed backbone allowed the model to achieve up to 52.6 Average Precision (AP), which far exceeds the accuracies of other popular backbones such as ResNet [17], Inception [22] and ConvNext [26].

The rest of the paper is organized as follows. Section II presents the background; Section III describes the proposed backbone architecture in detail; and Section IV presents experiment studies and analyzes results, and is followed by conclusion in Section V.

II. BACKGROUND

A. Forest Fire Detection Model

The forest fire detection model consists of three modules, Backbone, Neck and Head, as shown in Fig. 1. The Backbone consists of one input and four hierarchical stages denoted as $S_1,\ldots,S_4$. A feature map at $S_i$ is constructed from $S_{i-1}$ while a feature map at $S_i$ is built by extracting features from input (image). In this way, the object information in a feature map becomes more abundant at the higher stages.

![Figure 1. The architecture of the forest fire detection model.](image-url)

The Neck consists of four levels denoted as $P_3,\ldots,P_7$. A feature map at $P_i$ is built by applying convolutions from the feature map at $S_4$ in the backbone. A feature map at $P_i$ is constructed by up sampling the feature map in $P_{i+1}$ and adding it to the corresponding feature map in the Backbone. In this way, the model can not only balance information in different feature maps, but also scales the variation of the objects to detect.

The Head includes two specific tasks: object classification and bounding box regression. Each one is represented as a small convolutional network that consists of five serially connected convolution layers (with $4 \times 3 \times 256$) whose output is either a class feature map represented by $A \times W \times H$ (Anchors $\times$ Width $\times$ Height) or a box feature map by $4A \times W \times H$, where 4 indicates 4 relative offset values between the anchor and the ground truth box. The upper branch of each prediction convolutional network within the Head determines the probability of the presence of a specific object at each spatial position and the lower branch regresses the offset from each anchor box to a nearby ground truth object.

In this paper, we focus on developing a new Backbone which is suitable for extracting features from the images of fires and smokes in the forest.

B. Motivation

Recent studies for fire detection usually use popular backbone networks which are designed for object classification on ImageNet [27] dataset to develop the fire detection model. This dataset does not contain the smoke fire class. Therefore, those backbones have not been trained and tuned to extract specific features for forest fires, thus limiting the accuracy. Besides, ImageNet is a huge dataset containing more than one million images with one thousand classes. The designers tried to increase the number of layers and use the large kernel in their backbone to extract more information. This results in a large number of parameters and thus requires large kernel in their backbone.

To address these problems, we propose a new backbone that has the following characteristics. First, one large kernel is replaced by many smaller kernels in order to allow effective feature extraction with fewer parameters. Second, the conventional convolution are decomposed into depth-wise and coordinate ones. The decomposition allows the module to better extract information about objects that spread along vertical dimensions, such as plumes of smoke. It also helps the model reduce the number of parameters. Third, the accuracy is improved by using residual structure and splitting technique. Finally, the model is trained and adjusted to get higher performance on forest fire dataset that contain images of both smoke and fire.

III. PROPOSED METHOD

A. Backbone Architecture

The overall structure of Backbone is shown in Fig. 2. The spatial dimension of the input is progressively reduced across stages. The input image is first processed by the stem block to quickly reduce spatial input without losing feature information. The stem uses three $3 \times 3$ kernels where each convolution has a stride size of $2, 1$ and $1$. It has the same effective receptive field as a single $7 \times 7$ kernel, but uses greater depth and fewer parameters. The use of three smaller kernels allows more information to be
extracted from the input image and makes the model easier to deploy on devices with less computational power. Batch normalization (BN) and rectified linear unit (ReLU) are additionally applied to the output of each convolution layer to speed up and stabilize the training process. At the end of the stem block, a 3×3 max pooling is applied to reduce the size of the feature map.

Figure 2. The proposed Backbone structure for forest fire detection.

The feature map generated from the stem block is comprehensively extracted through a hierarchical structure of four stages, each stage consisting of one or more blocks. Note that the third stage has three blocks. Each block is constructed using a residual structure that avoids the vanishing gradient problem and allows deeper layers to be obtained. The feature map from the previous layer is divided into four branches to make the model easy to extract features from multiple views. The four branches are treated by four different operators. The preceding two branches represent depth-wise convolutions (DWconv) and coordinate convolutions, indicating the decomposition of convolution operation. This decomposition can relax the computational complexity while still preserving the properties of convolution. The remaining two branches are used to blend information along spatial and channel dimensions.

Specifically, depending on the number of channels in the input, the feature map is split into four parts corresponding to four branches. The first branch and the second branch use the combination of one DWconv 1×5 and one DWconv 5×1, and the combination of one DWconv 1×3 and one DWconv 3×1, respectively. The splitting allows the module to better extract information, especially from the smoke plumes in which information spreads along the vertical dimension. Moreover, this technique helps the model reduce the number of parameters. The third branch uses one DWconv 1×1, and the last branch uses a combination of one max-pooling 3×3 and one DWconv 1×1. The outputs of all branches are concatenated along the channel dimension to produce a feature map. Then, two PWconv 1×1 are added serially to mix the information along channel dimension.

Two adjacent stages are connected by a connection block that consists of one max pooling 3×3 and one Conv 1×1. This reduces the size of the feature map by a half and doubles the number of channels.

A. Neck and Head

The Neck and Head in our model are inherited from RetinaNet [28]. In particular, the Neck adopts Feature Pyramid Network (FPN) which detects objects of different scales through different pyramid levels. A pyramid is constructed with four levels from 4 to 7, denoted as
$P_4, ..., P_7$, where each level has 256 channels. The Head requires a multi-task learning using two tasks referred to as object classification and bounding box regression. Each one is a small convolutional network attached to each FPN level whose output is either a class feature map represented by $A \times W \times H$ ( Anchors $\times$ Width $\times$ Height) or a box feature map by $4A \times W \times H$, where $A = 9$ and 4 indicates 4 relative offset values between the anchor and the ground truth box. Details of the Neck and Head are referred to the paper [28].

B. Loss function

The focal loss (FL) function [28] is used in the model since it is suitable for smoke detection scenario where foreground and background classes are extremely imbalanced during training. $FL(p_t)$ as the focal loss function for classification score $p_t$, is expressed as follows:

$$FL(p_t) = -(1 - p_t)^\gamma \log(p_t),$$ (1)

where $-(1 - p_t)^\gamma$ is the modulating factor, with tunable focusing parameter $\gamma = 2$, and

$$p_t = \begin{cases} p & \text{if } y = 1 \\ 1 - p & \text{otherwise}, \end{cases}$$ (2)

where $y \in \{\pm 1\}$ specifies the ground-truth class and $p \in [0, 1]$ is the model’s estimated probability for the class with label $y = 1$.

From the papers [28, 29], we borrow the bounding box regression loss function, denoted by $L_1$, to measure difference between offsets and ground truth boxes. Then, the total loss, $L_{\text{total}}$, is expressed as a linear combination of $FL(p_t)$ and $L_1$:

$$L_{\text{total}} = \alpha FL(p_t) + \beta L_1,$$ (3)

where $\alpha$ and $\beta$ are balancing terms. According to experiments in [28, 29], the optimal values of both $\alpha$ and $\beta$ are given 1.

IV. EXPERIMENT

A. Dataset

The dataset with 4,350 images of forest fires is created from two sources, one from HPWREN Public Database [30] and another manually collected from the other sources on the Internet. Then, it is divided into a training set of 4,132 images and an evaluation set of 218 images. The data set appropriately considered a variety of forest fire scenarios by including forest fire images with a variety of fire intensity, time of day, and smoke shape.

B. Experimental Setup

The model was implemented by using the Python programming language and Pytorch framework. Then, it was trained and evaluated by using a computer equipped with a GeForce RTX 3060 GPU card. The training process went through 60 epochs with a batch size of 6. The learning rate was initialized with $2.5 \times 10^{-3}$ and then was decreased by 10 times after 40 epochs and 100 times after 55 epochs.

The proposed backbone was compared with various existing backbones, including Resnet50 [17], ConvNext [26], VGG16 [16], EfficientNet [31], InceptionV1 [22], and InceptionV4 [32], using the same Head and Neck inherited from RetinaNet and with the same implementation settings such as number of epochs and learning rate for fair comparison.

C. Experimental Results

In this paper, we used three metrics to evaluate the performance of the models. The first metric is Average Precision (AP) that is commonly used to measure the accuracy of the object detection model. A higher AP score indicates better accuracy. The other two metrics are the Giga floating-point operations per second (GFLOPs) and the number of parameters (#Parameters), which are used to evaluate the computational complexity of the model.

Table I shows the performance comparison of our proposed model and various popular CNN models by using a forest fire dataset. Overall, our model achieved the best AP, AP$^0$, and AP$^7$ values while keeping good values in #Parameters and GFLOPs. Resnet50 as a default backbone used in RetinaNet, and VGG16 also achieved pretty good AP values; however, they required the higher #Parameters and GFLOPs. On the other hand, EfficientNet and InceptionV1 generated much fewer parameters, but were able to achieve considerably low APs, 44.0 and 41.2, respectively. It can be concluded that the proposed model is quite promising for forest fire detection by achieving the highest performance with low computational power.

<table>
<thead>
<tr>
<th>Backbone</th>
<th>AP</th>
<th>AP$^0$</th>
<th>AP$^7$</th>
<th>#Parameters(M)</th>
<th>GFLOPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>52.6</td>
<td>86.0</td>
<td>51.4</td>
<td>18.52</td>
<td>192.71</td>
</tr>
<tr>
<td>Resnet50</td>
<td>50.2</td>
<td>83.7</td>
<td>48.3</td>
<td>36.10</td>
<td>204.36</td>
</tr>
<tr>
<td>VGG16</td>
<td>49.7</td>
<td>83.7</td>
<td>48.8</td>
<td>142.93</td>
<td>431.82</td>
</tr>
<tr>
<td>Convnext</td>
<td>48.0</td>
<td>81.0</td>
<td>46.3</td>
<td>19.61</td>
<td>150.11</td>
</tr>
<tr>
<td>EfficientNet</td>
<td>44.0</td>
<td>70.9</td>
<td>42.0</td>
<td>14.58</td>
<td>35.75</td>
</tr>
<tr>
<td>InceptionV1</td>
<td>41.2</td>
<td>69.4</td>
<td>40.4</td>
<td>16.13</td>
<td>65.25</td>
</tr>
<tr>
<td>InceptionV4</td>
<td>41.0</td>
<td>66.4</td>
<td>40.3</td>
<td>52.92</td>
<td>190.43</td>
</tr>
</tbody>
</table>

The qualitative test results for forest fires are shown in Fig. 3 that includes 15 test images. The proposed model was able to detect various shapes of smokes and/or fires correctly regardless of daytime or nighttime. Moreover, the model could detect small smokes such as 7, 9, 13, and 14, blurred smokes such as 4, 13 and 14, and far-away smokes such as 2, 7, 9, 13, and 14, that are difficult for humans to discern. The detection of smoke implies that the model can detect a forest fire at an early stage.
D. Ablation Study

We also conducted an ablation study to examine the effect of using splitting strategy, depth-wise and coordinate convolutions over the basic backbone. According to the results in Table II, when the additional techniques were used together, the proposed model not only improved the accuracy by 5.4% compared to the basic model, but also reduced the number of parameters by 34.3% and GFLOPS by 14.2%. This demonstrates the importance of the proposed additional techniques.

<table>
<thead>
<tr>
<th>Basic</th>
<th>Splitting</th>
<th>Coordinate</th>
<th>Depth-wise</th>
<th>AP</th>
<th>#Parameters(M)</th>
<th>GFLOPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td>49.9</td>
<td>28.21</td>
<td>224.49</td>
</tr>
<tr>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>50.7</td>
<td>20.93</td>
<td>200.60</td>
</tr>
<tr>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td>51.5</td>
<td>19.72</td>
<td>196.62</td>
</tr>
<tr>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>52.6</td>
<td>18.52</td>
<td>192.71</td>
</tr>
</tbody>
</table>

V. CONCLUSION

This paper proposed a variant of a vision-based fire detection model that relies on CNN for early and efficient detection of forest fires. The proposed model focused on structuring the Backbone module newly while using the Neck and Head modules as they are. Specifically, we applied a splitting technique as well as the use of depth-wise and coordinate convolutions to efficiently detect different types of smoke from forest fires. The proposed model was evaluated using a dataset that contains 4,350 images of forest fires. According to the experiment results, the proposed forest fire detection model performed better than the existing models in terms of accuracy and computational cost reduction. This suggests the possibility of applying our early forest fire detection model to low-power embedded devices such as wildlife surveillance cameras.
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